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1. Maximum likelihood and the Outlier Problem

Outliers are usually defined as those observations that seem to be inconsistent with the rest of the data. They can be caused by an error on the records. But it is important to know if a discordant observation is authentic or if it indicates the presence of another distribution on the data.

Graphic methods are often used to identify those aberrant values. The several approaches and the other types of graphics turn strongly subjective that preliminary analysis of outliers which may lead to the wrong conclusion about the presence or absence of discrepant values in a sample. On that first analysis of the data there is right from the start, an influence of the method for the search of possible discordant observations. Rosado (1984) approaches and analyses that question.

The outlier notion is obviously influenced by the considered discordancy model. There has been several the models that allow the justification of the presence of discordant observations in a sample, of which depending the outlier's theory - Barnett and Lewis (1994) and Rosado (1984).

From a theoretical point of view, the most important general method in the statistical estimation so far known is the method of maximum likelihood. This is a construtive method of obtaining estimators which, under certain conditions, have desirable properties. A method of test construction closely allied to it is the likelihood ratio method. It has played an important role in the theory of tests.

Apart from intuitively based procedures, the maximum likelihood ratio principle is a widely applicable method for setting up discordancy tests for outliers. Using this principle we construct one general discordancy test assuming one general discordancy model. An objective criterion for the detection and selection of outliers it is suggested by Rosado (1999) - Generative Model with Natural Alternative (GAN Model) and the maximum likelihood ratio principle gives

\[ T(x_1, \ldots, x_n) = \frac{\max L_j}{L_0} \]

as a statistic to test the homogeneity of one sample and

\[ T(x_1, \ldots, x_n) > c \]

is the region of rejection.
2. Applications

Using the statistic (1) we clarify the definition of outlier. Some important results on the influence of the dimension of the sample we can get with that statistic. We apply this results to normal and exponential populations.
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